Neural Representations of Relevant and Irrelevant Features in Perceptual Decision Making
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Although perceptual decision making activates a network of brain areas involved in sensory, integrative, and motor functions, circuit activity can clearly be modulated by factors beyond the stimulus. Of particular interest is to understand how the network is modulated by top-down factors such as attention. Here, we demonstrate in a motion coherence task that selective attention produces marked changes in the blood oxygen level-dependent (BOLD) response in a subset of regions within a human perceptual decision-making circuit. Specifically, when motion is attended, the BOLD response decreases with increasing motion coherence in many regions, including the motion-sensitive area MT+, the intraparietal sulcus, and the inferior frontal sulcus. However, when motion is ignored, the negative parametric response in a subset of this circuit becomes positive. Through both modeling and connectivity analyses, we demonstrate that this inversion both reflects a top-down influence and segregates attentional from accumulation regions, thereby permitting us to further delineate the contributions of different regions to the perceptual decision.

Introduction

Perceptual decision making is a fundamental cognitive ability important for everyday function. During an activity as commonplace as driving, we critically depend on this capacity to rapidly apply the brakes based on a red traffic signal, or to veer left or right based on the movement of a nearby car. Both our own (Kayser et al., 2010) and other work (for review, see Heekeren et al., 2008) implicate a network of brain regions important for such tasks, including sensory areas in posterior cortex, integrative regions in parietal cortex, and response-related regions within the frontal lobe.

Importantly, past work has found that subjects’ accuracies and response times in a dot motion coherence task accord well with a decision-making model in which evidence for motion direction accumulates until a threshold is reached and a decision is made (Palmer et al., 2005; Ratcliff and McKoon, 2008). Because this model predicts that stronger stimuli lead to faster evidence accumulation, the summed neural activity reflected in the blood oxygen level-dependent (BOLD) response is less for higher motion coherence than for lower motion coherence, generating a negative parametric prediction (i.e., that higher motion coherences lead to lower BOLD responses) for accumulator regions and downstream areas (Kayser et al., 2010). However, an initially puzzling finding in our previous study was the identification of a negative parametric effect in MT+, a region not thought to demonstrate an effect of accumulation (Gold and Shadlen, 2007). Although explanations other than accumulation, including both bottom-up and top-down (e.g., attentional) mechanisms, could be responsible, these results illustrate the more general need to identify additional factors influencing the circuit. Attention, for example, can increase the gain (Maunsell and Treue, 2006) and shift the tuning (David et al., 2008) of neural responses, possibly as a result of frontoparietal activity (Beck and Kastner, 2009; Silver and Kastner, 2009). If these association regions not only direct attention toward relevant features, but also participate in ignoring irrelevant features, we might dissociate these processes by comparing activity for attended and ignored stimuli during the decision. Specifically, attentional regions would likely show parametric activity in both attend/ignore conditions, reflecting the enhancement/suppression of relevant/irrelevant features, whereas accumulator regions would likely vary only with the attended feature necessary to the decision. We thus address two primary questions concerning the decision-making process.

First, what effect do attentional manipulations have on sensory representations during perceptual decision making? Second, how is the ignored stimulus represented within decision areas of the perceptual decision-making network?

In this study, we cued subjects to attend to either the overall direction of motion or the predominant color of a dot stimulus while ignoring the other feature. Based on a simple model of motion processing in MT+, we predicted that the negative parametric variation with motion coherence in the BOLD signal would persist in the ignored condition if this effect were bottom-up. However, if the bottom-up population response in MT+ truly increased with increasing motion coherence, the parametric effect should invert (i.e., become positive) when attention was...
withdrawn in the ignored condition. Additionally, we theorized that our attentional manipulation should dissociate upstream regions important for attention from those important for evidence accumulation, in that an attentional area, unlike an accumulation area, should demonstrate activity responsive to the ignored feature.

Materials and Methods

Subject training and task performance. Five subjects (ages, 26–38; two males) participated in the study and gave written informed consent in accordance with the Committee for the Protection of Human Subjects at the University of California, Berkeley. All subjects had normal neuroanatomy as reviewed by a neurologist (A.S.K.), were right-handed, and had normal or corrected-to-normal vision. Before scan sessions, subjects were trained on the task for a minimum of nine 1.5 h sessions to reduce both the number of invalid trials and learning effects in the scanner. The last two training sessions were performed in the magnetic resonance imaging (MRI) scanner, both to acclimate subjects to the scanner environment and to provide an independent set of data for generation of regions of interest (ROIs). Once fully trained, subjects underwent six 1.5 h functional MRI (fMRI) task sessions, consisting of eight runs of 48 trials for a total of 6 × 8 × 48 = 2304 trials. Because of technical problems with scan acquisition, for two subjects two runs were discarded, leaving them with a total of 2208 trials each. Scanning a small number of highly trained subjects maximized our ability to detect parametric changes in the BOLD signal within all conditions, as in other visual studies (Lee et al., 2007; Silver et al., 2008; Amano et al., 2009). Additionally, the large number of trials per subject allowed us to obtain good fits of the diffusion model and robust single-subject activation maps (see below).

Subjects performed a visual dot motion or color proportion task on a stimulus consisting of multiple colored moving dots in which one of these two features (motion or color) was relevant to the task during a given run (see Fig. 1). For all trials, regardless of the attended feature, a subset of dots moved coherently (leftward or rightward) on a background of randomly moving dots, and an uncorrelated subset of dots of one color (blue or red) was present on a background of evenly apportioned blue and red dots. For each attend-motion trial, subjects were required to identify the direction of motion as quickly and accurately as possible. For each attend-color trial, subjects were required to identify the predominant color as quickly and accurately as possible. Importantly, the fully crossed factorial design ensured that the attended and ignored features varied parametrically in independent fashion. Thus, coherence values were balanced within sessions such that subjects viewed equal numbers of all combinations of attended condition, motion coherence, color coherence, leftward/rightward motion, and red/blue color proportion, in randomized and independent fashion. Each run began with a colored text prompt directing the subject to perform either the motion or color task for all trials within the run. The color of the text was either green or orange, counterbalanced across subjects (although consistent within subject). Additionally, the fixation cross was rendered in the same color as the text prompt to reinforce the relevant task.

A trial began with dimming of the fixation cross and appearance of the dot motion stimulus for 2500 ms. Color and motion coherence remained consistent throughout the trial. To indicate their choice, subjects made a button press with either their second or third fingers before the end of the stimulus interval. For motion, the second finger corresponded to leftward motion and the third finger to rightward motion. For color, the correspondence between finger and red/blue color was counterbalanced across subjects (although consistent within subject). After 2500 ms, the stimulus disappeared, the fixation cross brightened to its original contrast, and an interstimulus interval ranging from 4000 to 12,000 ms preceded the next trial. The stimulus persisted for the entire 2500 ms interval, regardless of the subject’s response time, to avoid confounding response time and stimulus duration.

Subjects initially undertook training sessions in which coherence values taken from our previous study (0, 2, 4, 8, 16, 32, and 64%) (Kayser et al., 2010) were used for both motion and color features. To ensure that each task was well learned, we initially trained each subject on the color and motion tasks in separate sessions. Three of the five subjects first performed the motion task in the absence of the other stimulus for three 1.5 h sessions. They were then trained on the color task in the absence of the motion stimulus for three additional 1.5 h sessions. The other two subjects were trained in the opposite order (i.e., color, then motion). Finally, all subjects were trained on the task with both color and motion features present for an additional three 1.5 h session. All subjects reached stable performance by the end of training, as determined by a 5% or less session-to-session change in the halfway accuracy threshold (corresponding to the coherence level at 75% accuracy as defined by the fitted diffusion model parameters (Palmer et al., 2005)).

As noted above, behavioral data from the training sessions were fit with a proportional rate diffusion model (Palmer et al., 2005), as per our previous work, both to further validate subject performance and to determine accuracy across the range of coherence values for motion and color, respectively. The diffusion model hypothesizes that decision making consists of a process of evidence accumulation for each of the alternative decisions available to a subject. When a threshold level of evidence is accumulated for one of the decisions, the subject generates a corresponding response. Importantly, the model permits one to fit both reaction time (RT) and accuracy data with a single set of parameters, thereby simultaneously constraining both RT and accuracy variables and providing a parsimonious and theoretically meaningful explanation for the data. The Palmer model, derived from the diffusion model of Ratcliff (Ratcliff and McKoon, 2008), consists of three variables: (1) $A^*$, bearing on the decision threshold; (2) $k$, a constant describing the relationship between the motion coherence in the stimulus and the mean drift rate for the model; and (3) $T_e$, the mean residual time in seconds, representing a fixed processing duration independent of evidence accumulation (e.g., for low-level sensory processing or implementation of motor commands). Both sets of parameters derived for each subject (i.e., for the attend-motion and attend-color conditions) were determined by an iterative procedure designed to optimize the log-likelihood (Lp) of the diffusion model fit (Palmer et al., 2005). Using these fits, we determined coherence values predicted to lead to 60, 70, 80, 90, and 100% accuracy for each subject in the attend-motion and attend-color tasks. Across subjects, the geometric means for the corresponding color coherence values were 3.5, 7.3, 11.9, 19.0, and 41.4%, respectively; for motion coherence, the values were 1.3, 3.1, 4.9, 7.8, and 22.5%. The individually calibrated coherence values were used in the task performed by subjects during the fMRI scanning session, along with a 0% coherence control.

Part of the subject training process also consisted of eye movement training. As in our previous study (Kayser et al., 2010), subjects were trained through verbal feedback to maintain an eye position within 3° of the fixation cross, and to refrain from blinking throughout the duration of each trial. Subjects were instructed to fixate during the fMRI scanning session, along with a 0% coherence control. Blinks were classified as any instances in which the pupil aspect ratio was equal to zero for >0 ms. Eye movements were defined as any period lasting >180 ms in which the eye position was >3° from fixation. Three of the five subjects had been previously trained [two for our previously published study (Kayser et al., 2010) using the identical motion coherence stimulus] and were not restated here. For the other two subjects, performance was well within acceptable ranges (<1.5% of trials compromised by blinks or eye movements).

The task was programmed in Matlab using components of PsychToolbox (Brainard, 1997; Pelli, 1997) adapted from our previous code. Stimulus frames were presented within a central 7.5° aperture at 60 frames/s. Dot density was fixed at 16.7 dots · deg−2 · s−1, and dot velocity was fixed at a single value of 5 deg/s to ensure that motion energy was uniform across levels of motion coherence. Blurring effects (in which consecutive
placements of a single dot were seen as forming a line) were avoided via the serial presentation of three interleaved subsets, with each frame containing only one of the subsets. To ensure that dots were initially placed evenly across the viewing aperture, we rejected initial dot placements that showed evidence for an unusually skewed starting configuration. Specifically, we rejected initial random dot configurations that showed a 95% or greater chance of deviating from the expected γ distribution for the frequency of dots over a 4 × 4 grid covering the viewing aperture (note that the grid was not displayed on the screen). Once set in motion, dots that moved outside the aperture were repositioned on the opposite side of the window to prevent them from collecting in any particular region of the aperture over time. For the color task, equiluminant hues were derived from CIE xyY space in which Y = 25 and saturation was maximal. These values were then converted into RGB space, and specific red and blue values were selected that maximized the color of interest component (red or blue) while minimizing the other two components. The two selected values were as follows: red = [255 65 2] and blue = [5 137 255]. To confirm that there was no difference in the perceptual salience of these colors, they were matched behaviorally during training such that responding at the 0% coherence level gave rise to 50% red and 50% blue responses. We also examined postcalibration data for possible bias for selecting one of the two colors. Although one subject developed a response bias that reached significance in both the attend-motion (left response favored: 64% of trials) and attend-color (blue response favored: 66% of trials) conditions, the subject’s performance remained well matched for accuracy across conditions (see Fig. 2). Likewise, subtraction of the subject’s parametric BOLD data classified by response (blue-red, left–right) revealed no significant differences for any studied variable (voxelwise β values for the parametric blue-red and left–right contrasts: all uncorrected values of p > 0.1; all ROI-derived peak amplitudes: values of p > 0.6 for the effect of response key in all attended conditions by repeated-measures ANOVA).

Actual coherences for a single display frame were determined by sampling from a uniform distribution independently for both motion and color. Values from each of these distributions were chosen by thresholding the relevant distribution by the selected coherence proportion to produce an integral number of dots assigned the coherent feature. All other dots were assigned directional and color features randomly. Specifically, motion directions were sampled uniformly from 0 to 360°, whereas color was randomly designated as either blue or red. Thus, for 50% color coherence, for example, 50% of the dots were assigned to the selected color (e.g., red), whereas the remaining 50% of the dots were evenly divided between red and blue. Moreover, the subset of dots representing the coherent feature (motion and/or color) changed from frame to frame so that the subset of coherent dots on one frame was not the same as the subset of coherent dots on the previous frame. Likewise, for each frame the particular group of dots representing the coherent subset for one feature (e.g., color) was selected independently from the subset of dots representing the other feature (e.g., motion). Consequently, the coherency for each feature was distributed across the full dot set, independently of the other feature, preventing subjects from making accurate decisions based solely on the behavior of a single dot or set of dots. We previously demonstrated that the mean coherence across all frames for a given trial well approximates the desired coherence (Kayser et al., 2010).

Localizer tasks. Subjects also underwent separate motion and color localizer tasks. In the motion localizer task, subjects viewed 10 repetitions of a 40 s trial in which the motion stimulus was present for 10 s, followed by 30 s of a static dot display. When the motion stimulus was present, it consisted of 10 consecutive 1 s presentations of 100% dot motion coherence in which the directions were chosen randomly, without replacement, from the set of {0, 36, 72, … 324°}. The color localizer task also consisted of 10 repetitions of a 40 s trial. However, the 10 s color stimulus consisted of 10 consecutive 1 s stationary displays in which colored squares subtending 0.57° were shown at a density of 16.7 squares/deg². Twenty-four fully saturated colors were selected from the xyY space, including the blue and red hues used in the main experiment. In the 30 s interval between color displays, the same type of stimulus was shown in grayscale.

MRI scanning. MRI scanning was conducted on a Siemens MAGNETOM Trio 3T MR Scanner at the Henry H. Wheeler, Jr., Brain Imaging Center at the University of California, Berkeley. Anatomical images consisted of 160 slices acquired using a T1-weighted magnetization-prepared rapid-acquisition gradient echo protocol (repetition time (TR), 2300 ms; echo time (TE), 2.98 ms; field of view (FOV), 256 mm; matrix size, 256 × 256; voxel size, 1 mm × 1 mm × 1 mm). Functional images consisted of 24 slices acquired with a gradient echoplanar imaging protocol (TR, 1370 ms; TE, 27 ms; FOV, 225 mm; matrix size, 96 × 96; voxel size, 2.3 × 2.3 × 3.5 mm). A projector (Avotec SV-6011; http://www.avotec.org) was used to display the image on a translucent screen placed within the scanner bore behind the head coil. A mirror was used to allow the subject to see the display. The distance from the subject’s eye to the screen was 28 cm. Subjects made their responses via a MRI-safe fiber optic response pad (inline model HH-1x4-4; http://www.csrltd.com).

fMRI preprocessing. fMRI preprocessing was performed using both AFNI (http://afni.nimh.nih.gov) and FSL (http://www.fmrib.ox.ac.uk/fsl/). Functional images were converted to 4D NIfTI format and corrected for slice-timing offsets. Motion correction was performed using the AFNI program 3dvolreg, with the reference volume set to the mean image of the first run in the series. Images were then smoothed with a 5 mm full-width at half-maximum Gaussian kernel. Coregistration was performed with the AFNI program 3dAllineate using the local Pearson correlation cost function optimized for fMRI-to-MRI structural alignment. The subsequent inverse transformation was then used to warp the anatomical image to the functional image space. Anatomical images were normalized using the FSL program flirt to a standard volume (MNI_N27) available from the Montreal Neurological Institute (MNI) (http://www.bic.mni.mcgill.ca). The same normalization parameters were later applied to native-space statistical maps as necessary for the generation of group statistical maps (see below).

Univariate analysis. To address a series of hypotheses, we performed a number of voxelwise fMRI statistical analyses for each subject using the general linear model framework implemented in the AFNI program 3dDeconvolve. The overall effects of both motion and color coherence were assessed by modeling the six levels of motion coherence, the six levels of color coherence, and the attended/ignored feature (motion/color) with separate regressors, each of which was derived by convolving a γ probability density function (peaking at 6 s) with a vector of stimulus onsets for each condition. Tests of linear trends were performed for each voxel using the appropriate contrast vectors [the relevant coherence vector transformed to zero mean and a sum of squares equal to 1 (Kayser et al., 2010)] applied to the estimated β coefficients computed for each motion coherence level, each color coherence level, and each attended condition. Because each trial was associated with both an attended feature and an ignored feature, the responses across trials could be parameterized by the coherence of either feature. Thus, the “attend-motion” and “ignore-color” analyses represented the same trials parameterized by different values. Importantly, since the attended and ignored feature coherences varied independently/orthogonally, the parametric effect across all trials would differ, depending on whether the attended or ignored coherence value was analyzed. The resulting values were subject to group level analyses, then mapped to the spatially normalized cortical surface.

Because we collected a large amount of data on a relatively small number of subjects, statistical power was relatively weak at the group level compared with the single-subject level. Thus, for the purposes of a group activation summary, we assessed significance using a fixed effects summary statistic with an overlap requirement (Friston et al., 1999). We computed a t statistic for the linear contrast for every voxel in the volume and divided this value by the square root of the number of subjects (n = 5) (McNamee and Lazar, 2004), which was compared against a standard normal null distribution using an α value of p = 0.001 for the full group. We also required that, for a voxel to be declared significant, at least three of five subjects show a significant effect (p < 0.05) at the single-subject level. To further ensure that this group summary map did not obscure large intersubject variability, we also evaluated parametric responses on a single-subject level (supplemental Fig. 1, available at www.jneurosci.org as supplemental material). In contrast to the whole-brain group sum-
mary analyses, all statistics performed on ROI-extracted data were sub-
mited to random-effects t test or repeated-measures ANOVA (see following text).

ROI selection. To avoid a ROI selection bias, fMRI data derived from
the two training sessions performed in the MRI scanner, as well as data
from the color and motion localizer tasks, were separately analyzed to
generate regions of interest. ROIs were selected from those regions that
showed both negative parametric effects across the attend-motion and
attend-color conditions, as well as a positive main effect of task. Specif-
cally, after single-subject maps were normalized to MNI space, local
maxima were defined on the fixed-effects group map for the parametric
criterion, after single-subject maps were normalized to MNI space, local
maxima were defined on the fixed-effects group map for the parametric
effect of both attend-motion and attend-color, thresholded at p < 0.01,
uncorrected. Each defined maximum served as the center of a sphere
with a two-voxel radius (11.5 × 11.5 × 17.5 mm). In cases in which
neighboring spheres overlapped, the sphere with the lesser maximum
was excluded. After reverse normalizing the ROIs to each subject’s native
space, we selected the 10 voxels from all voxels within each ROI that (1)
demonstrated a positive main effect of task and (2) showed the maximal
negative parametric variation for a regressor parameterized by both at-
tended features (i.e., across both the attend-motion and attend-color
conditions). This criterion was used to select voxels that were both acti-
ved by the task and responsive to changes in coherence for both fea-
tures. There were two exceptions to this approach: a motion-sensitive
region consistent with the location of MT+ was defined using the mo-
tion localizer task, whereas a color-sensitive region consistent with the
location of V4 was defined using the color localizer task. In these two
cases, we computed fixed-effects group maps for the localizer contrasts
(motion—stationary or color—grayscale), thresholded at p < 0.001, un-
corrected. After defining these common activations for both MT+ and
V4, we reversed-normalized the two ROIs to each subject’s native space
and selected the 10 voxels in each subject that showed the strongest
difference for each localizer condition. As described above, each of these
sets of ROIs—whether derived from the training period or the localiz-
ers—was then applied to the primary (and independent) data set pro-
duced for the matched accuracy values.

These selection criteria were useful for a number of reasons. First, each
ROI was constrained by the positive main effect of task to ensure that we
were not reporting areas that deactivated during task performance (for
other discussions of this issue, see Tosoni et al., 2008; Ho et al., 2009).
Second, as noted above, voxel selection was based not on a significant
parametric response to either motion or color alone, but to the entirety of
the attended features. This choice ensured that we were not artificially
favoring regions that responded only to color or to motion or were
constrained in any way by the response to the ignored feature. Third, the
responses of different voxels to a stimulus (e.g., to left/right motion) can
vary along a large number of dimensions, and within each of our voxels
for the larger than a cou-
tical microcolumn, by chance there are likely, for example, to be voxels
that contain more left- and right-prefering microcolumns than others.

That these voxels respond better to these two particular directions may
do have physiological meaning, providing a physiological justification
for focusing on these voxels (as opposed to ones hypothetically demon-
strating a stronger response to the nonpresented orthogonal directions).
Finally, and most importantly, these voxels were selected from an
independent data set of 16 runs for our subjects. Thus, our selection
criteria did not influence, and were not influenced by, the data ulti-
mately analyzed.

BOLD time course estimation. Estimates of the hemodynamic response
were calculated for each combination of feature and coherence within an
ROI. To produce an unbiased estimate of the time course, we applied a
deconvolution approach to the main data set using piecewise b–spine
basis functions (Saad et al., 2006) separated by 2 s intervals for 20 s after
onset using 3DDeconvolve of AFNI. Since onset times were not synchro-
nous with the transistor–transistor logic (TTL) pulse, across the entire
run we were able to sample the time course at a number of different
points. To select and label the relevant time courses at each voxel, ROIs
were reverse normalized to each subject’s native space. The peak ampli-
tude was defined as the first maximum in the average time course after
stimulus onset, and time to peak was considered the time from onset to
this maximum amplitude.

Modeling. To examine the role of top-down effects in MT+, we de-
veloped a model to determine the influence of attention in the attended
and ignored conditions, respectively. For each subject, input to the model
included the mean reaction times for all conditions (six attend-motion
reaction times (RTam) and six ignore-motion reaction times (RTim));
the peak amplitudes of the MT+ time courses for those same 12 condi-
tions (kam and kim) as derived from the deconvolved hemodynamic
responses; and the duration of the stimulus (d). Thus, there were 25 total
inputs to the model. For the analysis, attention was conceptualized as a
multiplicative factor acting on the bottom-up input (Treue and Maunsell,
1996, 1999; Maunsell and Treue, 2006). This attentional factor was as-
sumed to be different from baseline for the length of the response time,
and to return to baseline thereafter. The bottom-up input, on the other
hand, was modeled as persisting for the entire 2500 ms of the stimulus
presentation. In addition to defining a value for the attentional factor in
both the attend-motion (kam) and ignore-motion (kim) conditions, we
established parameters representing the value of the bottom-up input for
each of the six motion coherences (s1–6). These bottom-up inputs were
assumed to be consistent regardless of the focus of feature-based atten-
tion. Importantly, no a priori relationship between the multiplicative
factors, or between the bottom-up motion coherences, was assumed,
parametric or otherwise. As a result, the 25 input values were character-
ized by eight parameters via the following equation, where the null values
in the left matrix indicate that it is block-diagonal:

\[
\begin{bmatrix}
RT1 \times kam + (d - RTam) \\
0 \\
RT1 \times kim + (d - RTim) \\
0 \\
RT1 \times kam + (d - RTam) \\
0 \\
RT1 \times kim + (d - RTim)
\end{bmatrix}
= \begin{bmatrix}
c1 \\
c2 \\
c3 \\
c4 \\
c5 \\
c6 \\
c7 \\
c8
\end{bmatrix}
\]

In essence, the model posits that the MT+ BOLD response represents a
combination of bottom-up input and RT-dependent attentional modu-
lation. The best-fitting model for each subject was calculated via maxi-
mum likelihood, and the resulting values for the eight parameters were
assessed for statistical significance via random-effects t tests computed
across subjects.

Granger analysis. Granger causality (GC) is a signal processing tech-
nique in which multivariate autoregressive (MVAR) models of a time
series are used to predict upcoming time points (Roebroeck et al., 2005;
Kayser et al., 2009). If the MVAR model of a time series of interest more
reliably predicts upcoming time points when a second time series is
incorporated, the second time series is said to be Granger causal for the
first. Additionally, conditional Granger causality analyses can be per-
formed. In this case, one hypothesizes that the influence of one region on
another is actually mediated by a third area. By incorporating this third
area into the MVAR model, the influence between two regions can be
computed, conditional on the third.

To compute GC values, we used the same native-space ROIs defined
for our univariate analyses. Realigned and smoothed images for each
subject were then used to extract fMRI time series for each voxel. After
detrending each time course, we averaged across all voxels in the ROI to
produce mean time courses. GC values were subsequently computed
between V4, MT+, middle intraparietal sulcus (mIPS), and inferior
frontal sulcus (IFS) for each run, divided into smaller sets of 35 TRs in
the same fashion as in our previous work (Kayser et al., 2009) to balance
reliability of individual GC values with the ability to obtain multiple
values for each time series. These values were initially segregated by at-
tentional condition. Because there were no significant differences be-
tween GC values at the attend-motion and attend-color conditions, we
combined these data across conditions. Statistical significance was deter-
mined within subject for each set of GC values via Wilcoxon’s two-sided
signed rank test (p < 0.05). Only those connections demonstrating a
conjoint probability $<3.125 \times 10^{-7}$ across subjects (equal to 0.055) and significant in four of five subjects were considered significant at the group level, with the direction of the arrow determined by the mean Granger value across subjects. To determine the relative influence of mPFC and IFS, we also computed conditional Granger causality values; these values were evaluated in the same fashion as described above.

**Results**

To evaluate the representation of irrelevant features during perceptual decisions, and to compare the effect of attention between attended and ignored conditions, we acquired fMRI data from five subjects making perceptual decisions about a stimulus containing both motion and color features (Fig. 1). As described in Materials and Methods, highly trained subjects were cued at the start of each run to perform a two-alternative forced-choice task in which the attended feature was either leftward/rightward dot motion (attend motion) or red/blue color proportion (attend color).

**Behavioral performance**

Subjects were initially trained on stimuli in which the coherence of each feature (either motion or color) was set to predefined values (see Materials and Methods). Accuracies and response times across these coherence levels were then used to define for each subject and task the best-fitting diffusion model (Fig. 2A). This model has previously been shown to faithfully describe accuracy and reaction time data simultaneously with only three parameters: the sensitivity, which relates the stimulus coherence level to the rate of evidence accumulation; the threshold, which defines the amount of evidence required for a decision to be made; and the residual time, which accounts for nondecision processes inherent in peripheral sensory processing and implementation of motor commands (Palmer et al., 2005; Ratcliff and McKoon, 2008). To ensure that changes in accuracy could not explain behavioral or neural differences between features, we used these parameters to identify interpolated color and motion coherence levels for each subject that predicted 50, 60, 70, 80, 90, and 100% accuracy during the attended condition (see Materials and Methods). These calibrated coherence levels were used throughout the subsequent experiment.

To verify that our calibrated coherence values did not appreciably change from the training phase to the experimental phase, accuracy values from the experiment were compared with the calibrated levels (Fig. 2B). For all subjects, accuracy within the experiment was very close to calibrated performance for each feature, where asterisks denote those individual subjects and coherence levels for which performance was significantly different from that predicted. Consistent with our task design, accuracy levels across attended features were not significantly different ($F_{(1,4)} = 0.02; p = 0.89$), and there was likewise no significant attended feature by coherence level interaction ($F_{(1,20)} = 1.79; p = 0.16$) to suggest differences for various coherence levels compared across attend-motion and attend-color conditions. As expected, within a task (e.g., attend-color) strong effects of feature coherence level on both accuracy and response time were observed ($F_{(5,20)} > 19, p < 0.00001$ for both effects). Of note, response times across subjects were reliably longer for the attend-motion than attend-color task ($F_{(1,4)} = 49.7; p = 0.002$) and attend-color ($F_{(1,4)} = 50.8; p = 0.002$) conditions, there were strong effects of errors on reaction time across subjects, with error responses taking reliably longer for both conditions (attend-motion: mean difference, 0.37 s; attend-color: mean difference, 0.31 s). There was also a significant interaction between correct/error response times and coherence level for both attend-motion ($F_{(3,12)} = 16.2; p = 0.0002$) and attend-color ($F_{(3,12)} = 3.92; p = 0.037$) tasks. *Post hoc* tests demonstrated no difference at chance (50%) performance for either task (values of $p > 0.5$), but increasing RT differences with increasing feature coherence [attend-motion: 60% performance, 0.05 s; $t_{(4)} = 2.4$, $p = 0.08$ (NS); 70% performance, 0.12 s; $t_{(4)} = 6.4, p = 0.003$; 80% performance, 0.26 s; $t_{(4)} = 6.5, p = 0.003$; attend-color: 60% performance, 0.10 s; $t_{(4)} = 3.8, p = 0.02$; 70% performance, 0.19 s; $t_{(4)} = 5.2, p = 0.007$; 80% performance, 0.25 s; $t_{(4)} = 3.7, p = 0.02$]. However, neither the number of errors nor the response times varied significantly with the coherence of the ignored feature, regardless of whether motion or color was attended ($F_{(5,20)} < 1.87, p > 0.14$ for all comparisons). We were thus confident that our highly trained subjects did not show significant behavioral effects of the ignored stimulus.

![Figure 1. Motion/color discrimination task. Each run began with a distinctly colored text prompt defining the attended feature (motion or color) for the upcoming trials. To assist subjects in maintaining task set, the fixation cross was then rendered in the same color as the text prompt for the duration of the run. Subjects were cued to the upcoming stimulus by the dimming of the cross to a low-contrast gray, at which point the dot stimulus appeared within a central circular aperture of 7.5° diameter (dashed circle) for 2500 ms. For each trial, independent values for motion coherence and color proportion were chosen; across trials, these values varied in discrete steps from low to high (inset), in subject-specific fashion, to match predefined levels of accuracy from 50 to 100%.](image-url)
Parametric effects of coherence level

To identify those regions whose activity varied with the coherence level, we examined linear contrasts testing for a parametric effect of coherence in both color and motion tasks. Figure 3 shows parametric contrasts for both the attend-motion and attend-color conditions, as well as for the ignored features, based on a fixed-effects analysis with an overlap requirement \( p < 0.001 \), uncorrected, and \( p < 0.05 \) in at least three of five subjects (Friston et al., 1999), shown at \( p < 0.005 \), uncorrected, for display purposes (see Materials and Methods). In line with our previous results (Kayser et al., 2010), BOLD activity varied negatively with either attended motion or attended color coherence in the mIPS, IFS, aINS, and other regions (Fig. 3A, B) (for all regions, see Table 1). Posterior regions differentiated the two conditions: in the attend-motion condition, an area consistent with the location of the motion-sensitive region MT+ could be noted, whereas in the attend-color condition, more ventral, posterior regions including the human color-sensitive area V4 could be seen. When the color task was parameterized by the ignored motion coherence value, a different pattern emerged: three regions including MT+, a portion of more lateral IPS, and IFS demonstrated a significant positive rather than negative parametric variation with motion coherence (Fig. 3A, bottom). Thus, the parametric effect of motion coherence in these regions inverts when motion is ignored. This “inversion” of the parametric effect was not observed in these areas when the parametric effect of color coherence was compared across attended and ignored conditions (Fig. 3B, bottom) (see Discussion). To better understand why the ignored condition gave rise to this inverted effect, we next evaluated the time course of the BOLD response within independently defined ROIs.

Effects of attention

Region of interest analyses

Our analysis of individual regions evaluated the time course of BOLD activity. As in our previous work, we examined both the amplitude of the peak response, and the time to the peak response. However, because the time to the peak response in the ignored condition is driven by the attended feature, it is less informative in this condition, and we thus focused on peak amplitude. To define ROIs, we identified those areas that showed a maximal negative parametric effect in a regression including both attend-motion and attend-color conditions during independent runs of the task acquired for each subject (see Materials and Methods). We focused our further evaluation on ROIs that were likely to be important to the task based on previous findings [MT+ (MNI coordinates, \( -46 -74 -2 \)), V4 (\( -28 -84 -22 \)), and mIPS (\( -24 -71 55 \)), and/or that demonstrated a significant parametric effect in the ignore-motion condition [MT+ and IFS (\( -42 5 29 \)], as these regions were a priori more likely to be implicated in attentional processes (see Introduction and Discussion). Nonetheless, for completeness, all ROIs demonstrating significant parametric effects of attended and ignored features can be found in Table 1.

MT+ demonstrated significant parametric effects with respect to feature coherence level in both the attended and ignored conditions. As evident in the peak amplitudes (Fig. 4), two-way repeated-measures ANOVA did not reveal a significant difference between attended features (color vs motion: \( F_{(1,16)} = 2.87, p = 0.13 \)) but did show a significant effect of peak amplitude across the attend/ignore conditions \( F_{(1,16)} = 38.2; p < 0.0001 \) as well as an interaction between feature and attention \( F_{(1,16)} = 4.71; p = 0.045 \). Post hoc \( t \) tests revealed a significant inverse variation with motion coherence during the attend motion condition \( t_{(4)} = -2.26; p = 0.043 \). However, when the BOLD activity in MT+ was parameterized by the ignored motion coherence in the attend-color condition, an effect opposite that of attend-motion was seen: a significant positive parametric varia-
tion in peak amplitude ($t_{(4)} = 4.55; p = 0.005$). Interestingly, the MT+ ROI also demonstrated a strong negative parametric effect of attended color coherence for peak amplitude ($t_{(4)} = -3.60; p = 0.011$), in keeping with other accounts of the BOLD response to bound stimulus features (O’Craven et al., 1999; Sohn et al., 2005). Effects in the ignored color condition did not reach significance (all values of $p > 0.15$).

A similar but less pronounced effect was seen for V4. For peak amplitude, only the effect of attention reached significance ($F_{(1,16)} = 9.3, p = 0.0077$ via repeated-measures two-way ANOVA). Post hoc $T$ tests demonstrated a trend effect of attention on the peak amplitude in the attend-color condition only ($T_{(4)} = -1.67; p = 0.085$). Effects in the ignored color and motion conditions did not reach significance (all values of $p > 0.15$).

In mIPS, a two-way repeated-measures ANOVA revealed a significant effect of attention on peak amplitude ($F_{(1,16)} = 24.7; p = 0.0001$). No significant effect of feature, or interaction between feature and attention, was seen (all values of $p > 0.65$). $Post hoc t$ tests demonstrated a significant negative parametric effect on peak amplitude ($t_{(4)} = -2.3; p = 0.041$) in the attend-motion condition, and a trend toward a negative parametric variation in the peak amplitude in the attend-color condition ($t_{(4)} = -1.93; p = 0.063$). In contrast with mIPS, the parametric effect with peak amplitude in the ignore-motion condition became positive ($t_{(4)} = 2.23; p = 0.045$).

To summarize, the finding of a negative parametric variation in the peak amplitude of the attended motion stimulus, but a
positive parametric representation of the peak amplitude for the ignored motion stimulus, was observed within some, but not all, regions of the network. As the data above demonstrate, the effect was most pronounced in MT+ and IFS.

Table 1. Areas showing significant univariate activity during performance of the task, in MNI coordinates

<table>
<thead>
<tr>
<th>Region</th>
<th>Hemi</th>
<th>Coordinates</th>
<th>T stat</th>
<th>Overlap</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Attend-motion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SFG</td>
<td>L</td>
<td>-24</td>
<td>-11</td>
<td>-19.76</td>
</tr>
<tr>
<td>mIPS</td>
<td>L</td>
<td>-24</td>
<td>-69</td>
<td>-16.34</td>
</tr>
<tr>
<td>SFG</td>
<td>R</td>
<td>30</td>
<td>-9</td>
<td>-15.01</td>
</tr>
<tr>
<td>aIPS</td>
<td>L</td>
<td>-38</td>
<td>-46</td>
<td>-9.61</td>
</tr>
<tr>
<td>SMA</td>
<td>M</td>
<td>0</td>
<td>1</td>
<td>-16.71</td>
</tr>
<tr>
<td>SMA</td>
<td>M</td>
<td>-2</td>
<td>12</td>
<td>-13.31</td>
</tr>
<tr>
<td>mIPS</td>
<td>R</td>
<td>26</td>
<td>-76</td>
<td>-11.54</td>
</tr>
<tr>
<td>PMC</td>
<td>L</td>
<td>-46</td>
<td>-2</td>
<td>-11.48</td>
</tr>
<tr>
<td>mIPS</td>
<td>R</td>
<td>22</td>
<td>-71</td>
<td>-11.36</td>
</tr>
<tr>
<td>aINS</td>
<td>L</td>
<td>-30</td>
<td>22</td>
<td>-10.72</td>
</tr>
<tr>
<td>aIPS</td>
<td>R</td>
<td>42</td>
<td>18</td>
<td>-9.54</td>
</tr>
<tr>
<td>FEF</td>
<td>L</td>
<td>-22</td>
<td>3</td>
<td>-9.41</td>
</tr>
<tr>
<td>MG/GIFS</td>
<td>L</td>
<td>-38</td>
<td>23</td>
<td>-8.90</td>
</tr>
<tr>
<td>IFS</td>
<td>L</td>
<td>-46</td>
<td>5</td>
<td>-8.55</td>
</tr>
<tr>
<td>MT+</td>
<td>L</td>
<td>-48</td>
<td>72</td>
<td>-6.07</td>
</tr>
<tr>
<td>mIPS</td>
<td>L</td>
<td>-20</td>
<td>77</td>
<td>-4.11</td>
</tr>
<tr>
<td>pOCC</td>
<td>R</td>
<td>-30</td>
<td>94</td>
<td>-7.90</td>
</tr>
<tr>
<td>PMC</td>
<td>R</td>
<td>42</td>
<td>5</td>
<td>-9.05</td>
</tr>
<tr>
<td>ACC</td>
<td>R</td>
<td>8</td>
<td>23</td>
<td>-8.68</td>
</tr>
<tr>
<td>pMTG</td>
<td>R</td>
<td>36</td>
<td>-93</td>
<td>-8.58</td>
</tr>
<tr>
<td>aIPS</td>
<td>R</td>
<td>42</td>
<td>46</td>
<td>-8.45</td>
</tr>
<tr>
<td><strong>Attend-motion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Ignor-motion</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MT+</td>
<td>L</td>
<td>-42</td>
<td>70</td>
<td>8.80</td>
</tr>
<tr>
<td>MT+</td>
<td>R</td>
<td>48</td>
<td>64</td>
<td>8.65</td>
</tr>
<tr>
<td>IFS</td>
<td>L</td>
<td>-42</td>
<td>9</td>
<td>8.60</td>
</tr>
<tr>
<td>pMTG</td>
<td>L</td>
<td>-57</td>
<td>63</td>
<td>8.73</td>
</tr>
<tr>
<td>STG</td>
<td>R</td>
<td>55</td>
<td>44</td>
<td>8.26</td>
</tr>
<tr>
<td><strong>Attend-color</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mIPS</td>
<td>L</td>
<td>-24</td>
<td>71</td>
<td>-18.63</td>
</tr>
<tr>
<td>mIPS</td>
<td>R</td>
<td>26</td>
<td>-76</td>
<td>-16.38</td>
</tr>
<tr>
<td>dOCC</td>
<td>R</td>
<td>36</td>
<td>88</td>
<td>-10.63</td>
</tr>
<tr>
<td>pMF6</td>
<td>R</td>
<td>36</td>
<td>-7</td>
<td>-10.08</td>
</tr>
<tr>
<td>SMA</td>
<td>M</td>
<td>0</td>
<td>1</td>
<td>-13.83</td>
</tr>
<tr>
<td>FEF</td>
<td>L</td>
<td>-24</td>
<td>9</td>
<td>-13.11</td>
</tr>
<tr>
<td>dOCC</td>
<td>L</td>
<td>-26</td>
<td>86</td>
<td>-12.91</td>
</tr>
<tr>
<td>aIPS</td>
<td>R</td>
<td>36</td>
<td>-75</td>
<td>-12.10</td>
</tr>
<tr>
<td>ACC</td>
<td>R</td>
<td>6</td>
<td>16</td>
<td>-10.06</td>
</tr>
<tr>
<td>aIPS</td>
<td>R</td>
<td>30</td>
<td>56</td>
<td>-9.82</td>
</tr>
<tr>
<td>MT+</td>
<td>R</td>
<td>46</td>
<td>-72</td>
<td>-8.57</td>
</tr>
<tr>
<td>iIPS</td>
<td>R</td>
<td>42</td>
<td>48</td>
<td>-8.18</td>
</tr>
<tr>
<td>V4</td>
<td>L</td>
<td>-24</td>
<td>71</td>
<td>-7.93</td>
</tr>
<tr>
<td>VoCC</td>
<td>L</td>
<td>-40</td>
<td>80</td>
<td>-7.27</td>
</tr>
<tr>
<td>PMC</td>
<td>R</td>
<td>48</td>
<td>2</td>
<td>-12.12</td>
</tr>
<tr>
<td>IFS</td>
<td>L</td>
<td>-40</td>
<td>5</td>
<td>-10.40</td>
</tr>
<tr>
<td>SPL</td>
<td>L</td>
<td>-32</td>
<td>-61</td>
<td>-8.11</td>
</tr>
<tr>
<td>aINS</td>
<td>L</td>
<td>-38</td>
<td>16</td>
<td>-7.29</td>
</tr>
</tbody>
</table>

The top section lists those regions that demonstrated a significant parametric effect with respect to attended motion coherence; note that the direction of the parametric effect (positive or negative) is indicated by the sign of the associated T value. In the middle section are listed those areas showing a significant parametric effect for ignored motion coherence, and in the bottom section can be seen those regions demonstrating a significant parametric effect of attended color coherence. Each of the three sections (top, middle, bottom) only includes areas whose main effect of task was positive (i.e., that activated during stimulus presentation). “Overlap” indicates the number of individual subjects who showed significant univariate effects within each region. No regions demonstrated a significant parametric effect of ignored color coherence. SFG, Superior frontal gyrus; aIPS, anterior intraparietal sulcus; SMA, supplementary motor area; PMc, premotor cortex; pIPS, posterior intraparietal sulcus; MG, middle frontal gyrus; pOCC, posterior occipital cortex; ACC, anterior cingulate cortex; pMTG, posterior middle temporal gyrus; STG, superior temporal gyrus; dOCC, dorsal occipital cortex; pMF6, posterior middle frontal gyrus; VoCC, ventral occipital cortex; STL, superior parietal lobe.

Model of attention

To explain how the parametric changes in BOLD response in MT+ in both the attend-motion and ignore-motion conditions might vary, we created a model in which baseline stimulus-driven (“bottom-up”) activity was modulated by a multiplicative attentional (“top-down”) factor, informed by previous work on visual attention in primates (Treue and Maunsell, 1996, 1999; Maunsell and Treue, 2006) (Fig. 5A). In attempting to model the peak amplitude of the BOLD response for the different coherence values across the attend- and ignore-motion conditions, we assumed that the magnitude of feature-based attention differed from the baseline value for the duration of the reaction time, and returned to baseline thereafter; it was not constrained to be the same magnitude for the attend-motion and attend-color conditions. We also assumed that the bottom-up input was the same for a given motion coherence regardless of whether motion was attended or ignored across the full 2500 ms of the stimulus. Finally, no a priori parametric constraints were placed on the relationship between the magnitude of the bottom-up response and the different motion coherence values. We focused on motion processing in MT+ rather than on color processing in V4, because unlike MT+, which has been shown to respond parametrically to motion coherence (Britten et al., 1993), mean V4 activity should not clearly respond to variations of color proportion within a stimulus of otherwise constant color content during the ignore-color task. In addition, because of our desire to focus on motion coherence, the color stimulus was not optimized to elicit strong responses in V4 (see also Discussion).

This simple model explained the data well (Fig. 5B). Specifically, the correlations between the values predicted by the model and the observed data were highly significant in four of five subjects (all values of p < 10^-5), and of trend significance in the other (p = 0.075). As shown in Figure 5C, across subjects the multiplicative factor of 1.55 in the attend-motion condition was significantly greater than zero (t(4) = 2.7; p = 0.05) and significantly greater than the value for the ignore-motion condition (paired t(4) = 3.0; p = 0.04). Moreover, the bottom-up input was directly, not inversely, proportional to the motion coherence (t(4) = 3.1; p = 0.04) (Fig. 5D). Thus, these values suggest that a direct parametric variation in the input-related activity and a multiplicative top-down factor alone can potentially explain the change in the direction of the parametric MT+ BOLD response from positive to negative when subjects switch from ignoring to attending motion.

Connectivity

To further support the idea that top-down signals related to attention or other processes (e.g., accumulation) influence the response in MT+, we used Granger causality to evaluate the primary direction of information flow between two posterior regions (MT+, V4) and two anterior regions (mIPS and IFS). If IFS and mIPS are engaged in top-down control, whether attentional or otherwise, of posterior cortical representations, we hypothesized that they should demonstrate significant Granger causal influences over both MT+ and V4. However, if the representation of motion coherence within IFS in the ignored condition is driven by bottom-up inputs, the influence might instead be directed from posterior to anterior. Our data demonstrate that both mIPS and IFS exert Granger causal influences on both MT+ and V4, regardless of the attended/ignored feature (Fig. 6A).

To assess the relative influence of IFS and mIPS on MT+ and V4, we performed conditional Granger causality analyses in which particular Granger causal influences were conditioned on
activity in other regions. For example, to assess whether the influences between mIPS, MT/H11001, and V4 were contingent on IFS activity, one could condition on IFS. In this data set, conditioning on activity within IFS did not disrupt the influence of mIPS on MT/H11001 and V4 (Fig. 6B). However, conditioning on mIPS activity rendered the influences between IFS, MT, and V4 no longer significant (Fig. 6C), suggesting that mIPS provided a more direct top-down effect on these sensory areas.

**Discussion**

In this study, we demonstrated that regions within the perceptual decision-making network reflect divergent patterns of activity for attended and ignored stimulus features, a finding that argues that attention can profoundly affect the interpretation of fMRI responses to manipulation of an experimental variable. Indeed, the BOLD response to variations in motion coherence inverts from negatively parametric (attended motion) to positively parametric (ignored motion), depending on the locus of feature-based attention. In keeping with previous theories about sensory regions (Maunsell and Treue, 2006), modeling and multivariate analyses suggest that this “inversion” can be accounted for in MT+ by a top-down factor that acts in multiplicative fashion on bottom-up activity.

These findings also suggest that a subset of regions within the decision-making circuit devote processing resources to the ignored stimulus. In a whole-brain analysis, we noted such responses within the IFS, anterior insula, lateral IPS, and MT+; and in an independent ROI-based analysis, we confirmed these differences within IFS and MT+. In frontal areas, this activity would be consistent with a role in feature-based attention, with increasing attentional control required as the ignored sensory stimulus becomes stronger. The significant Granger causal influence from IFS to MT/H11001 supports this model, and is less consistent with one in which anterior activity simply reflects bottom-up input. Moreover, that these regions respond parametrically to a stimulus irrelevant to the current task suggests that they are less likely to contribute to accumulation of sensory evidence.

**Sensory regions**

The first aim of these experiments was to investigate the effects of the attentional manipulation on sensory representations available to decision-related areas during perceptual decision making. Our findings demonstrate that the bottom-up input provided to MT+ increases monotonically with motion coherence, but when motion coherence is attended, this relationship inverts because of the increasing influence of top-down attentional input. These results potentially reconcile our recent finding of a negative parametric effect in MT+ with a previous report showing a direct relationship (Rees et al., 2000). Based on our results, a positive...
parametric effect could also result for either, or both, of two reasons: (1) short stimulus presentations, or (2) attention directed to only one of multiple stimuli. If viewing times are quite short (e.g., 250 ms), attention may be applied equally throughout the presentation of all stimuli and thus does not in itself strongly differentiate attend/ignore-motion coherence conditions. In contrast, longer display times allow attention to potentially differentiate higher from lower motion coherences. Furthermore, if motion coherence is presented simultaneously in both attended and ignored fields, it is possible, perhaps via callosal connections, that the response to the ignored coherence will contribute to the BOLD response. Regardless of the etiology of this positive parametric effect, our previous study (Kayser et al., 2010) suggests that such a monotonically increasing effect would be consistent with a population response curve in MT+ whose width is greater than $-68^\circ$—in keeping with measurements in macaque MT (Britten and Newsome, 1998). At this width, modeling suggests that the summed response of neurons/voxels to the random movements in a low motion coherence stimulus is equal to the summed responses of those few neurons/voxels tuned to the specific motion direction in a high motion coherence stimulus. Tuning curves wider than $68^\circ$ therefore lead to a parametrically increasing response with increasing motion coherence.

Consistent with previous studies (O’Craven et al., 1999; Sohn et al., 2005; Buracas and Albright, 2009; Katzner et al., 2009), we also found that stimulus features bound to the same object (i.e., dot motion and dot color) were reflected in the BOLD signal even in regions thought to be poorly responsive to one of the features, such as MT+ to color. This effect was generally smaller than that of the preferred feature (Fig. 4), a finding supported by our modeling work. The multiplier effect for MT+, for example, was greater for attend-motion (1.55) (Fig. 5) than for attend-color (1.28). Intriguingly, these differences between attention for the preferred and bound features are also quite similar to those obtained by O’Craven et al. (1999) for a task in which subjects were required to attend to either motion, faces, or houses. In area MT/MST (averaged across both face and house responses in their Fig. 2), their BOLD data suggest that attention to motion, relative to baseline (attention to a stationary stimulus in the presence of a moving irrelevant stimulus), leads to a 1.52-fold increase in the average BOLD response as assessed by percentage signal change. Attention to a different feature of a moving object, compared with baseline, leads to a 1.29-fold BOLD increase. Thus, despite the very different paradigms, the data in the two papers are in reasonable agreement.

An additional consideration relates to V4, which did not demonstrate a parametric effect in the ignored color condition. We suspect that this finding derives from two related issues. Unlike MT+, which has been shown to respond parametrically to motion coherence (Britten et al., 1993), it is not clear that during the ignore-color task overall V4 activity should respond parametrically to variations of color proportion within a stimulus of otherwise constant color content. In addition, because of our desire to focus on motion coherence, the color stimulus was not optimally tuned to elicit strong responses in V4 [as, for example, was the Mondrian-like stimulus used in our color localizer (Zeki et al., 1991)].
attended and ignored motion, consistent with previous work implicating the lateral prefrontal cortex (Curtis and D’Esposito, 2003; Miller and D’Esposito, 2005; Ranganath and D’Esposito, 2005) and, specifically, inferior frontal regions (Aron et al., 2004) in attentional and other control processes. However, in selecting regions of interest that were strongly (and negatively) parametrically modulated in both the attend–motion and attend–color conditions, we identified a ROI in mIPS (MNI coordinates, −24 −71 +55) that did not show a significant positive parametric response to ignored motion but that was near a more ventrolateral parietal region in the surface map that did (Fig. 3) (MNI coordinates, −28 −58 +45). One possible explanation for this dissociation is that IPS regions responsible for attentional control or representation of multiple features, and those IPS regions responsible for other processes, such as evidence accumulation, may be segregated within the dorsal parietal lobe. As noted above, attentional regions would potentially be active in both attend/ignore conditions, reflecting the presence of activity important for enhancement/suppression of relevant/irrelevant features, whereas accumulator regions [or those sensitive to other aspects of the decision, such as decision ambiguity (Hampshire et al., 2008)] would be expected to vary only with the attended feature, because only this feature is relevant to the decision. Our conditional Granger causality analyses argue that mIPS has a significant influence on both MT+ and V4 in either case [i.e., whether related to attention or to other factors (e.g., accumulation of sensory evidence)] consistent with other measures of timing between IPS and occipital regions (Launitz et al., 2009). Additionally, the interactions between IPS and mIPS are consistent with the multiple demand network hypothesis of Duncan and colleagues (Duncan, 2006), in keeping with the role of this circuit in flexible representations within multiple task contexts.

Previous studies also suggest that finding a representation of the ignored feature in nearby parietal regions should perhaps be unsurprising. Dorsal parietal lobe is thought to be part of a frontoparietal system that provides top-down attentional signals (Corbetta and Shulman, 2002; Duncan, 2006; Silver and Kastner, 2009). In the above scenario, the positive parametric variation in this area might reflect increasing attentional demands as the coherence of the ignored feature increases. In complementary fashion, work in object recognition has demonstrated that to up four objects, on average, can be retained in parietal cortex (Xu and Chun, 2009), whereas recent work suggests that the intraparietal sulcus maintains multiple features in working memory (Xu, 2007). Todd and Marois (2004), for example, identified a region within the intraparietal sulcus (Talairach coordinates, +23 −59 +45; −22 −65 +42) later investigated by Xu (2007) that was responsive to multiple features. This area is very close to the lateral IPS region we have identified that is responsive to the ignored feature; it is thus possible that the function of this lateral IPS region could also be to maintain representations of the multiple features present in the color–motion stimulus, and to use them to influence temporoparietal activity.

Conclusions

In summary, we have demonstrated that attention has profound effects on the operation of a perceptual decision-making circuit. In addition to using mechanisms that modulate the BOLD activity of an attended stimulus, regions within this network also respond to an irrelevant stimulus in a manner distinct from the concurrent decision making process. The suspected utility of this activity lies in the possibility that irrelevant stimuli may subsequently merit attentional resources, despite the potential costs—computational, metabolic, or otherwise—of encoding them. As well as supporting the significant effect of attention on neural activity during the selection of relevant stimuli, our results also argue for the role of attention in evidence accumulation independent of other functions, such as feature representation. Interesting future work might further explore the capacity of the decision-making system (Xu, 2007; Xu and Chun, 2009) and dissociate the effects of additional variables [such as confidence (Kiani and Shadlen, 2009) and previous knowledge (Liston and Stone, 2008)] on the nodes of the circuit.
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Figure Legends:

Supplemental Figure 1, related to Figure 3: Surfaces, displayed at p < 0.005 uncorrected for all subjects (columns 1 through 5), demonstrating a parametric effect of motion in the attend-motion condition (top row), of color in the attend-color condition (middle row), and of motion in the ignore-motion condition (bottom row). No regions reached this level of significance for the ignore-color condition in any subject (data not shown). Positive parametric effects in the attend-motion and attend-color conditions correspond to regions that deactivated during performance of the task.
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